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Abstract
Loan default is a serious problem in banking industries. Banking systems have strong processes in place 
for identification of customers with poor credit risk scores; however, most of the credit scoring models 
need to be constantly updated with newer variables and statistical techniques for improved accuracy. 
While totally eliminating default is almost impossible, loan risk teams, however, minimize the rate of 
default, thereby protecting banks from the adverse effects of loan default. Credit scoring models have 
used logistic regression and linear discriminant analysis for identification of potential defaulters. Newer 
and contemporary machine learning techniques have the ability to outperform classic old age techniques. 
This article aims to conduct empirical analysis on publically available bank loan dataset to study banking 
loan default using decision tree as the base learner and comparing it with ensemble tree learning tech-
niques such as bagging, boosting, and random forests. The results of the empirical analysis suggest that 
the gradient boosting model outperforms the base decision tree learner, indicating that ensemble model 
works better than individual models. The study recommends that the risk team should adopt newer 
contemporary techniques to achieve better accuracy resulting in effective loan recovery strategies. 

Keywords
Credit scoring model, probability of default, ensemble methods, accuracy, precision 

Introduction 

The competitive landscape in which retail banks are operating today has laid out a challenging market. 
Large-scale changes in the banking industry coupled with increasingly intense and diverse competition, and 
reduced customer trust have led to banks being under immense pressure. The conventional way of face-to-
face customer interaction has been replaced by various electronics and digital point of contacts to reduce the 
cost and time of application process. Hence, it becomes more strenuous for the bank officials to understand 
each customer, to maintain personal relationship, and to evaluate risk associated with customer profiles.

Loan lending has been observed to be one of the primary businesses for most of the banks worldwide. 
To avoid the risk of default in loans, it is imperative for banks to find right customers with low credit 
risks. Bank officials have to play a dual role: On the one hand, they need to understand individual  
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customers as part of customer relationship initiatives, and on the other hand, they have to evaluate risk 
associated with different customer profiles.

Large-scale changes in the industry coupled with intense competition from other financial institu-
tions, financial technology startups, and mobile wallets offering customer-friendly options have resulted 
in deteriorated lending standards. Consequently, banks can expect numerous credit risks ranging from 
loan defaults and losses, frauds, and other related crimes. Thus, credit risk prediction becomes crucial 
step in the process of evaluation. Financial institutions use credit scoring as a tool to distinguish among 
good and bad borrowers. A good borrower is defined as the customer who pays back his loans. Credit 
scoring models developed by financial institutions assess the non-payment probability of potential bor-
rowers. The credit risk management team provides the lending team with credit score cards of potential 
borrowers which distinguish creditworthy applicants from likely defaulters. They mainly focuses on 
maximizing the bank’s risk adjusted rate of return by predicting and maintaining the credit risk exposure 
well within their acceptable parameters. Commercial credit analysts are the most sought-after in the 
banking industry. They are responsible for determining the ability of loan applicants to repay their loans 
on time. They perform financial background assessment of an applicant to decide whether to sanction the 
loan or not. Sometimes depending upon the credit score and repayment history, banks may decide to 
grant loan with specific conditions. These research insights help financial institutions to provide afford-
able loans with the best interest rate based on the credit worthiness of the applicants, thus shielding 
themselves from possibility of defaults. 

Traditionally, linear discriminant analysis (LDA) and logistic regression analysis (LRA) have been 
the core techniques used to construct scoring models. Since credit decisions often involve several bil-
lions of dollars, even an improvement in accuracy of a fraction of a percentage point can lead to signifi-
cant gains. This has prompted both researchers and practitioners to investigate every possibility of 
improving scoring model accuracy. The use of logistic regression models, nonparametric models, such 
as k-nearest neighbor, classification trees, and neural network models has been examined by Henley 
(1995), Henley and Hand (1996), Makowski (1985), and Angelini (2008), respectively, in the quest for 
higher scoring accuracy.

Hurley and Adebayo (2016) discuss credit scoring in the era of big data. According to them, the credit 
scoring industry has experienced an explosion of startups that take an “all data is credit data” approach, 
combining conventional credit information with thousands of data points mined from consumers’ offline 
and online activities. Big data scoring tools may now base credit decisions on where people shop, the 
purchases they make, their online social media networks and various other factors that are not intuitively 
related to creditworthiness. While the details of many of these products remain closely guarded trade 
secrets, according to the authors, the proponents of big data credit scoring argue that these tools can 
reach millions of underserved consumers by using complex algorithms to detect patterns and signals 
within a vast sea of information. However, Hurley (2016) limits their discussion to how big data tools 
are transforming the credit scoring industry and the major risks and challenges these new tools pose.

While in-house is working on developing credit scoring models using data spanning different touch 
points, the credit risk teams of financial institutions are focused on improving the accuracy of existing 
credit scoring models through various classification techniques. The traditional LDA and logistic 
regression have low classification accuracy in the credit scoring, as the relationship among variables is 
linear. To improve the less accuracy of parametric statistical methods, many models based on data min-
ing methods like decision trees proposed by Davis, Edelman and Gammerman (1992), Frydman, 
Altman and Kao (1985), and Zhou and Zhang (2008); artificial neural networks (ANN) by Jensen 
(1992), West (2000), West, Dellana and Qian (2005); and k-nearest neighbor by Henley and Hand 
(1996) have become popular. 

AQ: 6
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A novel machine learning technique called ensemble learning is also being used for improving 
accuracy. A classifier ensemble (also referred to as committee of learners, mixture of experts, multiple 
classifier system) consists of a set of individually trained classifiers (base classifiers) whose decisions 
are combined in some way, typically by weighted or unweighted voting, when classifying new examples 
as stated by Kuncheva (2004). According to Dietterich (1997), it has been found that in most cases, the 
ensembles produce more accurate predictions than the base classifiers. Researchers have shown that 
aggregating approach can easily achieve improved accuracies by an aggregation of individual classifiers 
for credit scoring as well as the classification application.

The objective of this article is to demonstrate the superiority of newer techniques over the traditional 
data analysis models. This article aims to evaluate and compare a class of machine learning techniques 
called ensemble learning via decision trees in predicting loan default. The purpose of using ensemble 
learning is to compare the performance of old-school and contemporary approaches, and recommend 
models which have better ability to identify potential defaulters. In case of decision tree-based model, 
user might face practical difficulties like bias and variance. In general with an increase in the complexity 
of the model, we can expect reduced prediction error due to lower bias but overfitting can cause high 
variance. Ensemble learning has turned out to be more useful to execute this trade-off analysis of bias–
variance errors. 

This article will demonstrate the use of specialized class of ensemble models for improved classification. 
Beginning with traditional decision trees, several ensemble methods such as bagging, random forests, and 
boosting have been used. Bagging or bootstrap aggregation is a procedure used to reduce the variance of 
our predictions by combining the output of multiple classifiers modeled on different subsamples with 
replacement of the same dataset. This can be used for algorithm like classification and regression trees 
(CART) having high variance. Random forest is an improved version of bagged decision tree, which alters 
the algorithm for the way that the subtrees are learned, so that the resulting predictions from all of the 
subtrees have less correlation. Random forest is one of the most accurate learning algorithms and it also 
provides information of important variables in the classification but overfit is one of the major disadvantages 
of this technique with noisy classification/regression task. Boosting algorithms are used to combine multiple 
weak learners together to build a strong learner with exceptionally high predictive power. In case of 
classification problem, we need to assign each and every observation to a given set of class and binary class 
encourages the use of AdaBoost algorithm to find its classification boundary. In case of regression problem, 
where we have continuous variables to predict, the use of gradient boosting algorithm can be used to 
produce strong regression model having collection of weak predictors. 

The precision and recall of classification depends on many aspects, including the selection of a 
suitable algorithm, the selection of a training dataset and so on. In this article, we have tried to focus on 
experiments with training dataset samples, with the aim to improve the precision and recall of results. 
Empirical observations and results draw helpful conclusions and further research directions. The authors 
have worked with ensemble model on personal loan data of one million customers of a leading private 
sector bank in India. However, due to data and customer confidentiality, it is not possible to share the 
results. Hence, we have used publicly available banking dataset for the demonstration of a set of ensemble 
techniques which were used on actual customer data.

Literature Review 

One of the best understood ways to use data to improve decision-making is via predictive analytics. 
Many researchers have introduced and developed the concept of conventional data analytics in the field 
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of banking and credit risk prediction. Through this research, they tried to utilize the most commonly used 
statistical techniques such as LDA, LRA, decision tree, and so on. Many financial institutes use these 
credit scoring models based on traditional statistical theories. It enables them to lower credit risk in credit 
appraisals, and in granting and supervising credit loans. The earliest application of LDA technique to 
banking products and services such as credit risk analysis, loan default, and fraud detection was contrib-
uted by Durand (1941).

However, these models are less resilient when it comes to large amounts of data input; therefore, some 
of the assumptions in the classical statistical analysis fail. This influences the accuracy of prediction and 
model generalizations. West (2000) researched on various neural network credit scoring models for com-
mercial applications using LDA, LRA, and decision tree methods. He proposed that these techniques 
could be most accurate only in case when relationship between variables is linear and hence it might lack 
risk prediction accuracy.

An important, open question is as follows: To what extent do larger data lead to better predictive 
models? Junque (2014) suggested that banking sector is characterized with larger data assets along with 
the skill to take advantage of them. Moving beyond traditional data analytics, private sector banks would 
obtain substantial competitive advantage by adopting machine learning techniques. A lot of literature 
work can be found in banking analytics and application of ensemble techniques as far as credit risk pre-
diction history is concerned. 

Ensemble method is currently thriving in banking industry. Ensemble modeling is the art of combin-
ing diverse set of learners (individual models) together to improvise on the stability and predictive power 
of the model. Dietterich (1997) through his research proved that it is an effective prediction technique 
which can help bankers to predict the credit risk while extending credit to loan applicants. Various 
ensemble techniques like bagging and boosting are used to implement predictive model and their accu-
racy has been compared to achieve better outcome.

Huang (2004) identified significant difference between traditional statistical techniques and machine 
learning techniques. He indicated the ability of ensemble methods to learn various structures and pat-
terns of the model from the data itself. Traditional methods are dependent on researchers to impose a 
particular structure like linearity by estimating parameters to fit the data.

Although most of the above analytics methods can be useful in developing corporate credit scoring 
models, Fu (2006) showed that new ensemble techniques, which integrates multiple classifiers into an 
aggregated result, have shown higher prediction accuracy than any other independent method. Opitz and 
Maclin (1999) have also recommended ensemble techniques over other analytical methods available for 
the process of risk evaluation.

Predictive banking analytics can assist credit analysts to optimize functioning of existing processes, 
identify unexpected areas of opportunities, and anticipate future problems before they even occur. While 
some organizations have discovered the power of predictive analytics to reduce costs, increase revenues, 
and optimize business processes, the clear majority are still looking to derive value from their analytical 
investments. Wayne (2007) recognized challenges faced by business managers while implementing 
these various techniques. Even though they understand the improvement that predictive analytics can 
bring to their organization, most of them are perplexed about how and where to begin. Tsai and Wu 
(2008) cited the performance of a single classifier as the base learner to compare with multiple classifiers 
and diversified multiple classifiers by using neural networks. The multiple classifiers exhibit better 
results in terms of accuracy when compared with the single classifier as the benchmark. Nanni and 
Lumini (2009) examined the performance of several analysis models based on ensemble methods for 
credit scoring. The results revealed that ensemble techniques can be used for improving the performance 
of “stand-alone” classifier.

AQ: 6
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Abdou and Pointon (2011) suggested the importance of credit scoring applications primarily in 
finance and banking sector. Suggested techniques can be helpful in identifying the key processes 
including collection, analysis, and classification of different credit variables while assessing expected 
risk of customer being bad credit. They strongly advocated that quality of bank loans is the key deter-
minant of survival, competition, and profitability. Hence, accuracy of credit scoring tools is one of 
the most important criteria during the credit evaluation process. Accurate predictions will not only 
reduce the present and the future risk of customer being bad credit but also improve the profitability 
of lenders.

Wang and Ma (2011) revealed the experimental results, highlighting better performance of 
RS-Boosting algorithm among all other seven techniques, that is, decision tree, LRA, artificial neural 
network, bagging, boosting, and random forest. They illustrated that RS-Boosting method is more 
effective and feasible method which can be used as an alternative for credit risk prediction. Ala’raj 
and Abbod (2015) suggested a credit scoring model based on heterogeneous and homogenous classi-
fiers. Ensemble algorithms were based on three classifiers, that is, artificial neural network, logistic 
regression, and support vector machine. They demonstrated that heterogeneous ensemble classifiers 
could give improved performance and accurate predictions as compared to homogeneous ensemble 
classifiers. Zareapoor and Shamsolmoali (2015) demonstrated the benefits of the bagging ensemble 
algorithm to construct detection model that can evaluate the real-life credit card transactions dataset 
which is highly imbalanced in nature. This model enabled bankers and other financial institutions to 
keep fraud catching rate high and false alarm rate very low. Proposed ensemble learning model could 
provide promising experimental results to credit risk prediction. Patil (2016) performed experimental 
analysis in R statistical programming language. The proposed robust data mining model to predict 
the defaulters using newer ensemble techniques could perform better with higher level of accuracy 
than individual algorithms such as LDA, LRA, and so on.

While various new techniques have been used to build fraud detection models, the ensemble tech-
niques using logistic regression, artificial neural network, and support vector machine have been 
used to some extent in loan application models; the authors did not come across any study in the 
Indian context which compared and evaluated the performance of ensemble models with traditional 
decision trees, bagging, random forests, and boosting with the objective of improving recall as a 
performance measure.  

Through this research, the authors have proposed superior performance of gradient boosting 
ensemble method in the context of Indian loan customers. This study recommends credit risk ana-
lysts to adopt newer ensemble techniques with higher accuracy in terms of precision and recall which 
would help banks to reduce risk in Indian market.

Methodology Adopted 

 The authors used publicly available banking data. The dataset had one special attribute—whether cus-
tomer has previously defaulted and eight independent variables. The independent variables were as 
follows: 

• Age in years
• Education level
• Number of years employed
• Number of years stayed at same address
• Household income in thousand dollars

AQ: 6
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• Debt to income ratio
• Credit card debt in thousands
• Other debt in thousands

 The dataset consists of 850 customers, of which 700 were labeled (defaulter/non defaulter) while 150 
were unlabeled. The research objective was as follows:

• Use training data of 700 customers to build a model which classifies defaulter and non-defaulter
• Evaluate several classifiers such as decision tree, random forest, bagging, ada-boosting, and gradi-

ent boosting on the two performance criteria precision and recall
• Identify the best classifier and build model to predict and classify 150 new customers 
Predictive analytics platform RapidMiner (version 7) was used for the various methods and iterations. 

The model was built on 70 percent of the labeled data (490 out of 700 labeled customers), while 30 per-
cent of the labeled data was set aside for evaluation (210 out of 700 labeled customers). After the model 
was trained, its performance was measured by comparing the predicted values against the labeled ones. 
Three key measures were used to evaluate the various models: accuracy, recall, and precision. 

Table 1. Explanation of Accuracy, Precision, and Recall 

Accuracy = T1P1+T0P0/TOTAL True 1 (1=Defaulter) True 0 (0= Non-defaulter) Precision

Predicted 1 T1P1 T0P1 T1P1/(T1P1+T0P1)

Predicted 0 TIP0 T0P0 T0P0/(T1P0+T0P0)

Recall TIP1/(T1P1+T1P0) T0P0(T0P1+T0P0)

Source:

Accuracy is simply the proportion of correct results that the classifier has achieved. The precision for 
a class is the number of true positives (i.e., the number of items correctly labeled as belonging to the 
positive class) divided by the total number of elements labeled as belonging to the positive class (i.e., 
the sum of true positives and false positives). Recall in this context is defined as the number of true 
positives divided by the total number of elements that actually belong to the positive class (i.e., the 
sum of true positives and false negatives). For the current dataset, we define precision and recall  
as follows: 

• Precision—Of those predicted as defaulters, how many were correctly classified as defaulters 
(T1P1/(T1P1+T0P1))

• Recall—Of those who are defaulters, how many were correctly classified as defaulters (TIP1/
(T1P1+T1P0)) 

From a bank’s perspective, the business importance for the risk team would be to build a model that 
detects defaulters correctly. Right detection of defaulters would help the loan team to avoid giving loans 
to potential defaulters. Thus, it is desirable to have a very high recall, probably at loss of precision, since 
it is very important that all defaulters are identified or at least suspicions are raised.  To begin with, deci-
sion tree was used as the base model. The process flow, the decision tree, and the confusion matrix result 
are given below. 

AQ: 1, 2
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Double Click

Figure 1. Rapid Miner Process for Decision Tree

Source:

 
Figure 2. Decision Tree Output

Source:
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Figure 3. Performance Based on Confusion Matrix

Source:

Reviewing the above results, we see that while both accuracy at 77 percent and precision at 81 percent 
are high, the recall measure at 14 percent is quite poor. As we know that in order to increase recall, preci-
sion might reduce but given the business objective of identifying defaulters, sacrificing some precision 
for increase in recall is desirable. 

The next technique used was bootstrap aggregating, also called bagging, which is a machine learning 
ensemble meta-algorithm designed to improve the stability and accuracy of machine learning algorithms. 
It also reduces variance and helps to avoid overfitting. Although it is usually applied to decision 
tree methods, it can be used with any type of method. Bagging is a special case of the model averaging 
approach. Bagging leads to “improvements for unstable procedures” (Breiman, 1996) by combining 
classifications of randomly generated training sets.

The bagging operator has two parameters. 
• Sample ratio (N) indicates the fraction of records used for training
• Iterations (m) indicate number of base modes that need to be generated
• Bagging meta model acts as one model with multiple base models inside
Using an iterative process, we get the following results. 

Table 2. Summary of Results of Bagging Iterations 

For Defaulters Accuracy Precision Recall

Decision Tree—Base Model Default 76 81 14

Bagging—Sample Ratio—0.9; iterations—100 76 79 13

Bagging—Sample Ratio—0.9; iterations—1000 76 79 13

Bagging—Sample Ratio—0.7; iterations—10 76 62 21

Bagging—Sample Ratio—0.7; iterations—100 76 62 21

Bagging—Sample Ratio—0.7; iterations—1000 76 62 21

Bagging—Sample Ratio—0.6, iterations—100 76 60 21

Bagging—Sample Ratio—0.5, iterations—100 76 62 18

Bagging—Sample Ratio—0.4, iterations—100 76 61 22

Bagging—Sample Ratio—0.3, iterations—100 74 52 30

Bagging—Sample Ratio—0.2, iterations—100 73 47 28

Bagging—Sample Ratio—0.1, iterations—100 72 45 34

Bagging—Sample Ratio—0.05, iterations—100 72 47 45

Source:

AQ: 6



Chopra and Bhilare 9

Compared to decision tree, bagging ensemble model was definitely superior to the base decision tree 
learner as it could improve the recall measure from 14 percent to 45 percent. It did reduce precision from 
81 percent to 47 percent and overall accuracy from 77 percent to 72 percent. However, given that recall 
is an important criterion over precision, bagging was judged to be superior to decision tree. 

The next models used were random forest and boosting (ada-boosting and gradient boosting). Random 
forest is similar to bagging. Random forest makes a small tweak to bagging and can sometimes result in 
a very powerful classifier. In both bagging and random forest, many individual decision trees are built 
on bootstrapped version of the original dataset and are ensemble together. However, the trees produced 
by different bootstrap samples can be very similar. Random forest overcomes this problem, where only 
a subset of features are selected at random out of the total and the best split feature from the subset is 
used to split each node in a tree, unlike in bagging where all features are considered for splitting a node. 
This results in different or uncorrelated trees in the sample. To reduce the generalization error, the algo-
rithm is randomized into two levels, training record selection and attribute selection, in the inner working 
of each base classifier. In general, the model works using the following steps:

If there are n training records with m attributes, and let k be the number of trees in the forest, then for 
each tree: 

• An n random sample is selected with replacement. This step is similar to bagging. 
• A number D is selected, where D << m. D determines the number of attributes to be considered for 

node splitting.
• A decision tree is started. For each node, instead of considering all m attributes for the best split, 

a random number of D attributes are considered. This step is repeated for every node.
• As in any ensemble, the greater the diversity of the base trees, the lower the error of the 

ensemble.
Once all the trees in the forest are built, for every new record, all the trees predict a class and vote for 

the class with equal weights. The most predicted class by the base trees is the prediction of the forest. 
Results of random forest are given in Table 3. 

Boosting is another approach for improving the prediction power from a decision tree. Boosting 
works similarly to bagging except that the trees are grown sequentially. Each tree is grown using infor-
mation from previously grown trees. Boosting also does not involve bootstrapping; instead, each tree is 
fit on a modified version of the original data. The boosting process concentrates on the training records 
that are hard to classify and over-represents them in the training set for the next iteration. In general, 
boosting can improve upon random forests and is easier to interpret because of the smaller tree structure. 
The boosting model is built by an iterative and sequential process where a base model is built and tested 
with all of the training data, and based on the outcome the next base model is developed. 

AdaBoost and gradient boosting are two popular boosting techniques. AdaBoost works by weighting 
the observations, putting more weight on difficult to classify instances and less on those already handled 
well. New weak learners are added sequentially that focus their training on the more difficult patterns. 
This means that samples that are difficult to classify receive increasing larger weights until the algorithm 
identifies a model that correctly classifies these samples (Kuhn, 2013). Gradient boosting is a modified 
version of boosting where it builds an ensemble of trees one-by-one and it generalizes them by allowing 
optimization of an arbitrary differentiable loss function. Gradient boosting has three parameters unlike 
AdaBoost which focuses on only one parameter. 

• n.trees: Number of trees (the number of gradient boosting iteration), that is, N. Increasing N 
reduces the error on training set, but setting it too high may lead to overfitting.

• interaction.depth (Maximum nodes per tree): Number of splits it has to perform on a tree (starting 
from a single node); a split of 6—node tree appears to do an excellent job.
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• Learning Rate: Reduces the size of incremental steps and thus penalizes the importance of each 
consecutive iteration. If one of the boosting iterations turns out to be erroneous, its negative impact 
can be easily corrected in subsequent steps. Conventional use requires very slow learn rates for 
small datasets and use 0.1 for all datasets with more than 10,000 records.

Table 3. Performance Comparisons for the Models Presented Above 

For Defaulters Accuracy Precision Recall

Decision Tree—Default 76 81 14
Bagging—Sample Ratio—0.05, iterations—100 72 47 45
Random Forest—50 trees, Confidence vote 75 80 4
Random Forest—500 trees, Confidence vote 75 83 5
Ada-boosting—100 iterations 76 81 14
Gradient boosting optimized 81 67 52

Source:

• Decision tree had a poor recall measure but high precision measure and overall accuracy. 
• Bagging greatly improved the recall measure (from 14% to 47%) while reducing the precision 

measure (81% to 47%) and the overall accuracy slightly (72%). 
• Random forest gave the worst recall measures. 
• Ada-boosting gave very similar results to decision tree. 
• Gradient boosting was the best classifier with recall scores of 52 percent and precision at 67 per-

cent. The drop in precision is more than offset by the increase in the recall measures and overall 
accuracy also improves significantly to 81 percent. 

• Thus, gradient boosting was identified as the classifier which would be used to classify the 150 
unlabeled customers as opposed to decision tree. 

The final model selected based on the empirical tests was gradient boosting. Gradient boosting tech-
nique was then applied to the 150 unlabeled customers. The model predicted 38 customers (25.33%) as 
defaulters and 112 (75%) as non-defaulters. The model identified debt to income ratio as the most impor-
tant parameter. Referring to Figure 2, it was inferred that the base learner decision tree identified credit 
card debt in thousands as the most significant variable. The base learner classifier had poor performance 
measure with only 14 percent recall. The gradient boosting ensemble method had significantly higher 
performance and was selected as the final model for classifying the unlabeled customers. Summary of 
the importance of variables as identified by gradient boosting is provided in Figure 4. 

Figure 4. Relative Importance of Attributes

Source:
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Managerial Implications 

Over the last decade, credit scoring has been transforming how traditional financial institutions interact 
with customers. Initially, credit scores were developed based on qualitative information. This system 
was called subjective scoring and financial institutions relied on the experience of the risk team to 
develop subjective scores. This system worked when the customer base was small. However, as financial 
institutions were facing pressure to increase the scale of customers and competition among lenders, 
intensified credit scoring models were developed based on quantitative methods. Large volumes of data 
collected on customers ranging from past credit behavior, payment history, personal factors, and charac-
teristics were used to develop statistical models which determined the weight of each of these factors. 
The right credit scoring models help banks and financial institutions to increase their risk tolerance and 
offer loans to a wider segment of creditworthy customers without undermining their profit margins. 
However, credit scoring also has its drawbacks, with traditional scoring models leaving out some credit-
worthy customers or giving loans to potential defaulters resulting in higher risk and cost of operations. 

Traditional models help the risk team to evaluate potential risks and identify borrowers who are likely 
to default on loan obligation, by using different assessment criteria to know the borrower’s financial 
condition. Despite having robust models that extensively assess an individual’s financial credibility, 
banks are still exposed to the risk of potential loan default. With the help of advanced data analytics and 
contemporary prediction techniques, banks are exploring ways in which credit scoring models can be 
made more robust with higher accuracy level. Historically, traditional models like logistic regression and 
decision trees have been used, but recent research has indicated that ensemble models work better than 
individual models with higher accuracy.

Ensemble method is a robust machine learning paradigm which has exhibited more apparent benefits 
in many applications. This article has presented an empirical investigation of the use of ensemble models 
for customer loan default prediction under different training algorithms including bagging, random for-
est, and boosting (AdaBoost and gradient boost). This article has also focused on the comparative study 
of base decision tree classifier and the ensemble models. The results demonstrated that ensemble model 
using gradient boosting improved the recall measures substantially (14% to 52%) and was the best per-
forming algorithm. Credit scoring models will greatly benefit by the use of new contemporary tech-
niques. However, in the long run, banks would also need to focus on incorporating non-traditional data 
like social media data to make credit scoring models more robust. 
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